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Abstract 10 

Estimating the rubber production in Thailand, the world’s leading rubber 11 

supplier, can help the Thai government to prepare for rubber cultivation in policy 12 

planning. The transformation technique can be used to ameliorate the efficiency for 13 

estimating the average rubber yield by reducing the biases and mean square errors.  A 14 

group of population mean estimators has been suggested under stratified random 15 

sampling utilizing a transformed auxiliary variable. The biases and mean square errors 16 

of the proposed estimators are investigated.  Simulation studies and an application to 17 

rubber production data in Thailand have been applied to see their performance under 18 

stratified random sampling where the yields of rubber are varied depending upon the 19 

regions. The results showed that the estimation of rubber yields from the proposed 20 

estimators gave small biases and mean square errors for estimating rubber production.  21 

The best estimator produced the estimated rubber production equal to 1140 22 

kilogram/hectare which is closer to the population mean of the yields of rubber. 23 



Keywords: rubber production, stratified random sampling, transformed auxiliary 24 

variable, bias; mean square error. 25 

1. Introduction  26 

Rubber production in Thailand is one of the largest markets in the world which 27 

gains investment income for exporting natural rubber all year round.  The southern 28 

region of Thailand is abundant in rubber cultivation as it is a suitable location in a 29 

tropical country. Knowledge of the estimated supply of rubber can be useful for 30 

assisting planning and policies for the government in order to not lose opportunity for 31 

investment in the world of rubber industry. Rubber yields are different for each region 32 

of production, largely in the south and some other regions of Thailand.  Thongsak and 33 

Lawson (2021) applied population mean ratio estimators to rubber data in Thailand 34 

under simple random sampling without replacement (SRSWOR). They considered 35 

rubber data as the study variable and the cultivated area for the districts in Thailand as 36 

the auxiliary variable. Thongsak and Lawson (2023a) studied the biases and mean 37 

square errors (MSEs) of the population mean estimators under double sampling and 38 

applied them to rubber production data in Thailand following Thongsak and Lawson 39 

(2021).   40 

Stratified sampling proves to be advantageous when dealing with a population 41 

characterized by heterogeneous subgroups.  It divides the population into subgroups 42 

called strata where it is homogenous within the same strata and heterogenous between 43 

different strata.  This enables researchers to ensure comprehensive representation of all 44 

such subgroups within the selected sample. Therefore, it is suitable for conducting a 45 

survey for rubber data in Thailand due to the differences in rubber production that rely 46 

on the cultivated areas in each region. One of the renowned estimators is the population 47 



mean ratio estimator suggested by Cochran (1940) which is divided into two types 48 

under stratified random sampling; a separate and a combined ratio estimator. To 49 

improve the population mean estimate of the variable of interest, several researchers 50 

proposed ratio estimators under stratified random sampling by adopting the ratio 51 

estimators under SRSWOR that use the coefficients of variation, kurtosis, and mid-52 

range.  Tailor and Lone (2014) proposed four separate ratio estimators using the 53 

coefficients of variation, kurtosis, and a combination of the two by adopting the ratio 54 

estimators under SRSWOR that were proposed by Sisodia and Dwivedi (1981), Singh, 55 

Tailor, Tailor, and Kakran (2004) and Upadhyaya and Singh (1999) under stratified 56 

random sampling.  Bhushan, Kumar, Lone, Anwar, and Gunaime (2023) recommend 57 

two classes of population mean estimators under stratified random sampling. Their 58 

estimators are in the form of logarithm and represent either separate or combined ratio 59 

estimators. Singh, Gupta, and Tailor (2023) introduced two new classes of population 60 

mean estimators in the form of exponentials using the transformed auxiliary variable 61 

under stratified random sampling. Their estimators are in the form of the combined 62 

estimators which use the optimum values that make MSEs optimum (see e.g., Kadilar & 63 

Cingi, 2003, 2005; Maqbool, Subzar, & Bhat, 2017).   64 

The transformation of variables is also implemented to increase the efficacy by 65 

changing the shape of the variable leading to a more accurate and powerful population 66 

mean estimator. Under SRSWOR, Srivenkataramana (1980) employed the 67 

transformation technique to transform an auxiliary variable which has been promoted by 68 

many researchers (e.g. Bandyopadhyaya, 1980; Onyeka, Nlebedim, & Izunobi, 2013; 69 

Singh & Upadhyaya, 1986; Yadav, Singh, Upadhyaya, & Yadav, 2024). Thongsak and 70 

Lawson (2021) suggested two classes of estimators using the transformation technique 71 



proposed by Srivenkataramana (1980) to transform an auxiliary variable under 72 

SRSWOR. Under suitable conditions, they were superior to the non-transformed 73 

estimators (see e.g. Lawson, 2023; Thongsak & Lawson, 2023b, 2023c). 74 

 Motivated by the Thongsak and Lawson (2021) estimators, we proposed new 75 

estimators utilizing the same transformation method to change the shape of an auxiliary 76 

variable in stratified random sampling. The formulas of biases and MSEs of the 77 

proposed estimators have been acquired. To compare the performance of the population 78 

mean estimators, the MSE is used as the criterion based on theory, simulation studies, 79 

and the application to rubber production data in Thailand 80 

2. Materials and Methods 81 

2.1 Existing Estimators   82 

A population of size N  is divided into L  strata with each stratum of size 83 

( )1,2,3,...,hN h L= , such that 
1

L

h

h

N N
=

= . Let  ( ), ; 1,2,3,...,i ix y i N= be the pairs of the 84 

auxiliary and study variables, respectively. A sample of size hn  is selected from each 85 
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the auxiliary and study variables in stratum h , respectively, and h
h

N
W

N
=  is the stratum 90 

weight.  91 
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 Tailor and Lone (2014) suggested four separate ratio estimators utilizing the 99 

advantage of the known coefficients of variation ( xhC ), kurtosis ( ( )2h x ), and a 100 

combination of the two by adopting the ratio estimators under SRSWOR suggested by 101 

Sisodia and Dwivedi (1981), Singh et al. (2004), and Upadhyaya and Singh (1999). 102 

Tailor and Lone (2014) estimators are  103 
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 is the population coefficient 108 

of kurtosis of the auxiliary variable in stratum h .  109 

 The biases and MSEs of Tailor and Lone (2014)’s estimators are  110 
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Thongsak and Lawson (2021) derived two classes of ratio estimators in 119 

SRSWOR using the transormation method to ameliorate the population mean estimator.  120 

They suggested to use the transformation method to modify the general class of ratio 121 

estimators suggested by Jaroengeratikun and Lawson (2019) which used the assistance 122 

of the known parameters.  One of Thongsak and Lawson’s (2021) estimators is  123 
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where ( )* 1x X x = + −  is the transformed sample mean, n N n = − , 0 and A D are 125 

constants or functions of the auxiliary variable.  126 

 The bias and MSE of the estimator are  127 
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 Some of Thongsak and Lawson’s (2021) estimators are shown in Table 1.    133 

Table 1. Some of Thongsak and Lawson’s (2021) estimators 134 
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 135 

We can see that some of Thongsak and Lawson’s (2021) transformed estimators 136 

under SRSWOR are the same form of the estimators proposed by Tailor and Lone 137 

(2014) under stratified random sampling but they are not transformed estimators. 138 

 139 

2.2 Proposed Estimators 140 

A class of estimators under stratified random sampling utilizing the transformed 141 

auxiliary variable was suggested following Thongsak and Lawson’s (2021)  idea. The 142 



class of the proposed estimators is 143 
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where ( )* 1h h h h hx X x = + −  is the transformed sample mean of an auxiliary variable in 145 

stratum h , h h h hn N n = − , 0 and h hA D  are constants or functions of the auxiliary 146 
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 Rewriting Equation (19) in the form of 0 1 and h h  we have: 150 
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 So the estimation error of  ˆ
NY  is 154 
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 Approximation using Taylor linearization, the bias of ˆ
NY to the first degree is  156 
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and the MSE of ˆ
NY is  158 
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Note that from Equation (22) the unknown parameters can be estimated using the 160 

sample values. For instance, r, the sample correlation coefficient between the auxiliary 161 

and study variables can estimate . 162 

 Some of the proposed estimators are in Table 2.    163 
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2.3 Efficiency Comparisons 166 

The Tailor and Lone (2014) estimators under stratified random sampling and the 167 

Thongsak and Lawson (2021) estimator under SRSWOR are compared with the 168 

proposed estimators. The details are as below. 169 

 1) The proposed estimator is superior to the usual separate ratio estimator under 170 

the certain condition as follows: 171 
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( Tailor & Lone1

ˆ
Y ) under the certain condition as follows: 175 

( ) ( )Tailor & Lone1

ˆ ˆ
NMSE Y MSE Y  176 



 

2

2 2 2 2 2 2 2

1 1

2
L L

h h
h h h xh h h h h h h xh yh h h

h hh xh h xh

X X
W Y C W Y C C

X C X C
      

= =

    
 −  −   
 + +    

   (24) 177 

 3) The proposed estimator is superior to the Tailor and Lone (2014) estimator                            178 
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( ) ( )Tailor & Lone2

ˆ ˆ
NMSE Y MSE Y  180 

 
( ) ( )

2

2 2 2 2 2 2 2

1 12 2

2
L L

h h
h h h xh h h h h h h xh yh h h

h hh h h h

X X
W Y C W Y C C

X x X x
      

 = =

    
 −  −       + +    

   (25) 181 

 4) The proposed estimator is superior to the Tailor and Lone (2014) estimator                            182 

( Tailor & Lone3

ˆ
Y ) under the certain condition as follows: 183 

( ) ( )Tailor & Lone3

ˆ ˆ
NMSE Y MSE Y  184 

( )

( )

( )

( )

2

2 22 2 2 2 2 2 2

1 12 2

2
L L

h h h h

h h h xh h h h h h h xh yh h h

h hh h xh h h xh

x X x X
W Y C W Y C C

x X C x X C

 
      

 = =

    
 −  −       + +    

   (26) 185 

 5) The proposed estimator is superior to the Tailor and Lone (2014) estimator                            186 

( Tailor & Lone4

ˆ
Y ) under the certain condition as follows: 187 

( ) ( )Tailor & Lone4

ˆ ˆ
NMSE Y MSE Y188 

( ) ( )

2

2 2 2 2 2 2 2

1 12 2

2
L L

xh h xh h
h h h xh h h h h h h xh yh h h

h hxh h h xh h h

C X C X
W Y C W Y C C

C X x C X x
      

 = =

    
 −  −       + +    

 189 

           (27) 190 

Equations (23) to (27), can be rewritten in a general form as follows. 191 



 ( ) ( )2 2 2 2 2 2 2 2

1 1

2
L L

h h h xh h h h h h h xh yh h h

h h

W Y C W Y C C      
= =

−  −   (28) 192 

If 1 = , then ˆ
NY is better than ˆ

RSY . 193 

If h

h xh

X

X C
 =

+
, then ˆ

NY is better than Tailor & Lone1

ˆ
Y . 194 

If 
( )2

h

h h

X

X x
 =

+
, then ˆ

NY is better than Tailor & Lone2

ˆ
Y . 195 

If 
( )

( )
2

2

h h

h h xh

x X

x X C




 =

+
, then ˆ

NY is better than Tailor & Lone3

ˆ
Y . 196 

If 
( )2

xh h

xh h h

C X

C X x
 =

+
, then ˆ

NY is better than Tailor & Lone4

ˆ
Y . 197 

 6) The proposed estimator is superior to the Thongsak and Lawson (2021) 198 

estimator ( Thongsak & Lawson

ˆ
Y ) under the certain condition as follows: 199 

( ) ( )Thongsak & Lawson

ˆ ˆ
NMSE Y MSE Y  200 

 ( ) ( )2 2 2 2 2 2 2 2 2 2 2

1

2 2
L

h h h yh h h xh h h h xh yh y x x y

h

W Y C C C C Y C C C C         
=

+ −  + −  (29) 201 

3. Results and Discussion 202 

3.1 Simulation Studies 203 

We divide the population into three strata and generate the paired 204 

variable ( ),X Y from the bivariate normal distribution for each stratum following the 205 

parameters below which satisfy the conditions  from Equations (23)-(29). 206 



1st stratum: 1 1 1 1 1 11,000, 400,  500,  1.2,  0.3,  0.8x yN X Y C C = = = = = =  207 

2nd stratum: 2 2 2 2 2 2600,  550,  700,  1.0,  0.8,  0.6x yN X Y C C = = = = = =  208 

3rd stratum: 3 3 3 3 3 3400,  550,  350,  0.9,  1.2,  0.4x yN X Y C C = = = = = =  209 

Samples of sizes 100,  200,  =400n n n= =  are drawn from the population of size 210 

2,000N =  using SRSWOR and allocated to each stratum using proportional allocation. 211 

The  sample sizes for each strata are  1 2 350,  30,  20n n n= = =  for 100n = , 212 

1 2 3100,  60,  40n n n= = =  for 200n = , and 1 2 3200,  120,  80n n n= = =  for 400n = .  We 213 

repeated the simulation studies 10,000 times using R program (R Core Team, 2021).  214 

The biases and MSEs of the estimators are calculated by 215 

 ( )
10,000

1

1ˆ ˆ
,

10,000
i

i

Bias Y Y Y
=

= −  (30) 216 

 ( ) ( )
10,000 2

1

1ˆ ˆ
.

10,000
i

i

MSE Y Y Y
=

= −  (31) 217 

The biases and MSEs of the estimators are represented in Table 3.  218 

The results from Table 3 showed that the proposed estimators utilizing the 219 

transformed auxiliary variable under stratified random sampling gave less biases and 220 

MSEs compared to Tailor and Lone’s (2014) estimator, the non-transformed estimators 221 

under stratified random sampling and Thongsak and Lawson’s (2021) transformed 222 

estimator under SRSWOR. In the comparison to Tailor and Lone’s (2014) estimator, the 223 

proposed transformed estimators gave a smaller MSE by around two times smaller for 224 

all sample sizes. Bigger sample sizes resulted in smaller biases and MSEs. The 225 

reduction of the biases and MSEs compared between the sample size 100n =   and  226 

400n =   is at least two times smaller in biases and at least a six times reduction in 227 

MSEs. 228 



Table 3. Biases and MSEs of the estimators 229 

Estimator 

100n =  200n =  400n =  

Bias MSE Bias MSE Bias MSE 

Tailor and Lone 

(2014) 

Existing 

estimators 

(non-transformed 

estimators under 

stratified random 

sampling) 

ˆ
RSY  

43.31 3229.19 28.45 1317.38 18.70 553.34 

Tailor & Lone1

ˆ
Y  

43.19 3208.60 28.38 1310.41 18.65 550.66 

Tailor & Lone2

ˆ
Y  43.31 3229.33 28.45 1317.42 18.70 553.35 

Tailor & Lone3

ˆ
Y  41.15 2914.06 27.06 1182.79 17.74 497.77 

Tailor & Lone4

ˆ
Y  43.31 3229.37 28.45 1317.43 18.70 553.36 

Thongsak and 

Lawson (2021) 

Existing 

estimators 

(transformed 

estimators  

under SRSWOR) 

Thongsak & Lawson1

ˆ
Y  30.68 1471.13 20.24 637.57 12.65 252.03 

Thongsak & Lawson2

ˆ
Y  30.68 1471.36 20.24 637.76 12.65 252.11 

Thongsak & Lawson3

ˆ
Y  30.68 1471.14 20.24 637.58 12.65 252.03 

Thongsak & Lawson4

ˆ
Y  30.77 1480.11 20.36 645.02 12.73 255.37 

Thongsak & Lawson5

ˆ
Y  30.68 1471.14 20.24 637.58 12.65 252.03 

Proposed 

estimators 

(transformed 

estimators  

1

ˆ
NY  

28.68 1299.07 18.97 563.85 11.73 216.79 

2

ˆ
NY  

28.68 1299.31 18.97 564.02 11.74 216.84 

3

ˆ
NY  

28.68 1299.07 18.97 563.84 11.73 216.78 



under stratified 

random 

sampling) 

4

ˆ
NY  

28.69 1299.79 18.95 562.88 11.66 213.94 

5

ˆ
NY  

28.68 1299.07 18.97 563.84 11.73 216.78 

 230 

3.2 Application to Rubber Production in Thailand 231 

Rubber production data in Thailand are considered in this study to see the 232 

efficiency of the estimators (Office of Agricultural Economics, 2017). The cultivated 233 

area (hectare) and the yield of rubber (kilogram/hectare) in the district are considered as 234 

the auxiliary and the study variables, respectively. The data belongs to a population of 235 

size 746N =  districts. The parameters are 236 

1130.37,  4,900.92,Y X= = 0.29,  1.70y xC C= = , 0.59 = , and 2 ( ) 9.81x = . 237 

The data are divided by regions, 1: North ( 1 110N = ), 2: North East ( 2 308N = ), 238 

3: West ( 3 39N = ), 4: Central ( 4 84N = ), 5: East ( 5 54N = ), and 6: South  ( 6 151N = ).  A 239 

sample 150n =  is taken from the population of size 746N = . Through proportional 240 

allocation, samples of sizes  1 2 3 4 5 622,  62,  8,  17,  11,  30n n n n n n= = = = = =  are randomly 241 

acquired from each stratum. The population parameters in each stratum are summarized 242 

in Table 4.  243 

 244 

 245 

 246 

 247 

 248 

 249 



Table 4. Population parameters for each region 250 

Region North North East West 

Parameters 

( )

1

1

1

1

1

1

1

21

110

22

1,234.43

888.46

1.45

0.34

0.61

2.23

x

y

N

n

X

Y

C

C

x





=

=

=

=

=

=

=

=

 

( )

2

2

2

2

2

2

2

22

308

62

2,716.86

1,107.66

1.64

0.25

0.55

15.35

x

y

N

n

X

Y

C

C

x





=

=

=

=

=

=

=

=

 

( )

3

3

3

3

3

3

3

23

39

8

1,725.01

1,074.92

1.74

0.21

0.66

5.90

x

y

N

n

X

Y

C

C

x





=

=

=

=

=

=

=

=

 

Region Central  East South 

Parameters 

( )

4

4

4

4

4

4

4

24

84

17

953.87

845.12

2.96

0.22

0.26

28.83

x

y

N

n

X

Y

C

C

x





=

=

=

=

=

=

=

=

 

( )

5

5

5

5

5

5

5

25

54

11

6,979.89

1,119.89

1.31

0.24

0.49

7.31

x

y

N

n

X

Y

C

C

x





=

=

=

=

=

=

=

=

 

( )

6

6

6

6

6

6

6

26

151

30

14,621.15

1,529.65

0.82

0.09

0.34

1.86

x

y

N

n

X

Y

C

C

x





=

=

=

=

=

=

=

=

 

 251 

The MSEs of the estimators are presented in Table 5. 252 

 253 

 254 

 255 

 256 

 257 

  258 



Table 5. Estimated values of rubber production, biases, and MSEs of the estimators 259 

Estimator 

Estimated values 

of rubber 

production  

Bias MSE 

Tailor and Lone (2014) 

Existing estimators 

(non-transformed estimators 

under stratified random 

sampling) 

ˆ
RSY  

1226.56 96.19 9253.41 

Tailor & Lone1

ˆ
Y  

1226.46 96.09 9233.05 

Tailor & Lone2

ˆ
Y  1225.37 95.00 9024.37 

Tailor & Lone3

ˆ
Y  1226.57 96.20 9254.12 

Tailor & Lone4

ˆ
Y  1226.16 95.79 9175.32 

Thongsak and Lawson (2021) 

Existing estimators 

(transformed estimators  

under SRSWOR) 

Thongsak & Lawson1

ˆ
Y  1165.34 34.97 1223.19 

Thongsak & Lawson2

ˆ
Y  1165.33 34.96 1222.52 

Thongsak & Lawson3

ˆ
Y  1165.29 34.92 1219.33 

Thongsak & Lawson4

ˆ
Y  1165.34 34.97 1223.12 

Thongsak & Lawson5

ˆ
Y  1165.31 34.94 1220.91 

Proposed estimators 

(transformed estimators  

1

ˆ
NY  

1140.97 10.60 112.40 

2

ˆ
NY  

1140.98 10.61 112.53 



under stratified random 

sampling) 

3

ˆ
NY  

1140.86 10.49 110.11 

4

ˆ
NY  

1140.98 10.61 112.52 

5

ˆ
NY  

1140.95 10.58 111.96 

 260 

 Table 5 revealed that the proposed estimators performed much better than Tailor 261 

and Lone’s (2014) estimator, the non-transformed estimators under stratified random 262 

sampling and Thongsak and Lawson’s (2021) transformed estimator under SRSWOR in 263 

terms of both smaller biases and MSEs. The proposed estimators gave similar estimated 264 

values for rubber production and also biases,  3

ˆ
NY  performed the best in terms of biases 265 

and MSEs for the rubber data production in Thailand. We can see that the estimated 266 

rubber production in Thailand from the proposed estimators is 1140 kilogram/hectare in 267 

this situation which is closer to the population mean of the yields of rubber. 268 

4. Conclusion 269 

The new transformed auxiliary variable estimators are presented in this study under 270 

stratified random sampling. The results from the rubber data in Thailand showed that 271 

the proposed estimators gave better estimates for rubber production than the existing 272 

estimators, the Tailor and Lone (2014) estimator, the non-transformed estimators under 273 

stratified random sampling, and the Thongsak and Lawson (2021) estimator,  the 274 

transformed estimators under SRSWOR.  The proposed transformed estimators 275 

produced smaller biases and MSEs with respect to all estimators.   The available 276 

parameters of the auxiliary variable gave a similar average of rubber yield and also 277 

biases and MSEs. The best estimator uses the known coefficient of kurtosis based on the 278 



transformation technique.  In future works, available parameters of the auxiliary 279 

variable can be applied to the proposed estimators to estimate the study variable. This 280 

class of proposed population mean estimators can be helpful for estimating agricultural, 281 

economics, environmental and other real data in real world problems. 282 
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